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ABSTRACT

The use of emotional artificial intelligence (EAI) looks promising
and is continuing to improve during the last years. However, in
order to effectively use EAI to help in the diagnose and treat health
conditions there are still significant challenges to be tackled. Be-
cause EAI is still under development, one of the most important
challenges is to integrate the technology into the health provision
process. In this sense, it is important to complement EAI technolo-
gies with expert supervision, and to provide health professionals
with the necessary tools to make the best of EAI without a deep
knowledge of the technology. The present work aims to provide an
initial architecture proposal for making use of different available
technologies for emotion recognition, where their combination
could enhance emotion detection. The proposed architecture is
based on an evolutionary approach so to be integrated in digital
health ecosystems, so new modules can be easily integrated. In
addition, internal data exchange utilizes Robot Operating System
(ROS) syntax, so it can also be suitable for physical agents.
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1 INTRODUCTION

Transferring the latest developments in emotional artificial intelli-
gence (EAI) to the province of healthcare is a promising approach,
as it offers health care professionals with additional resources for
providing support to patients and monitor their well-being.

The range of applications for EAI in healthcare is huge. In mental
healthcare for example, EAI can be used to help patients understand
their emotional state under stressful situations, so they can man-
age their emotions and handle difficult situations. Moreover, EAI
may fill those information gaps when patients interact with health
professionals. On the other hand, EAI can help health practitioners
to increase the emotional understanding of their patients, thus be-
ing able to deliver diagnoses and treatment faster and with more
accuracy. It can also help doctors to ensure patients are following a
certain treatment, as well as assessing the treatment evolution.

Another application example for EAI are agents able to deliver
personalized therapy. As more and more users employ technology
as a faster and cheaper approach to health services, more healthcare
services are being handled by computerized or robotic agents. In
this sense, endowing chatbots or robotic companions with artifi-
cial empathy can have significant benefits, as it can improve the
acceptance of users towards these new technologies.

Also, technology enhanced with EAI can provide better access to
mental health treatments with solutions that automate talk therapy.
In this way, as psychotherapy is one of the most time-consuming
forms of therapy, emotional Al enhanced agents can make psy-
chotherapy available at any time and without the need to booking
an appointment in advance. Virtual therapists may also encourage
patients to share their thoughts and feelings more deeply than a
human therapist, as they may be perceived as safer environments
for sharing personal information.

Apart from treatment, EAI can also have an important role in
diagnosis. For example, being able to continuously monitor and
evaluate patient emotional state can help predict their behavior,
which can be critical in preventing suicide. Additionally, the data
gathered from the patient can be added to health records in order
to assist doctors with understanding suicide risk factors and its
clinical management.

Given the growing interest in the field of emotional recognition
in the area of human-computer interaction, numerous solutions
have emerged in recent years aimed at making emotional recogni-
tion technologies available to inexperienced users. Although these
technologies have been successfully employed in many fields such
as online sales, trend analysis, or the study of user behavior in



social networks, there is still a long way to go before they are fully
developed and capable enough to be used in the field of health.

This paper presents an architecture focused on the use of these
emotional recognition tools for healthcare. The aim of the work
presented here is to provide an architecture that allows the inte-
gration of these technologies into the digital health ecosystems
previously developed by the authors in [1, 2]. In addition, and given
that these emotional recognition tools are generally decoupled, in
the sense that they are developed by independent companies and
focus on emotional recognition in a single communication chan-
nel (e.g. voice, text, facial expression, body language, etc.), the aim
of this work is to develop an architecture that allows integrating
these tools to produce a combined and unified result. Moreover, to
maintain the evolutionary nature of digital ecosystems, one of the
main characteristics of the solution is that it permits new tools to be
added when necessary, without having to introduce modifications
in the architecture.

2 OVERVIEW OF CONSIDERED EMOTIONAL
SOURCES

The proposed approach is based on the fundamentals of affective
computing. In general terms, affective computing is computing
that relates to, arises from, or influences emotions [3]. Affective
computing is directly related to what is known as artificial emo-
tional intelligence. Emotional intelligence can be defined as a set
of skills that contribute to the expression of emotions in oneself,
the appraisal of expressions in others, the effective regulation of
emotion in self and others, and the use of feelings to motivate, plan,
and achieve day-to-day actions [4].

The system focuses on the automatic (artificial) appraisal of
emotions. Emotional expression appraisal goes beyond the tradi-
tional approach to emotion expression recognition from a single
source, involving multi-channel analysis of emotions. Traditional
single-channel emotion recognition proposals include the facial
or body gesture recognition via image or video analysis, emotion
recognition in speech from audio sources, or the analysis of data
that comes from physiological sensors such as heart activity (EKG),
brain electrical activity (EEG) or skin conductance (EDA) among
others [5, 6].

The developed architecture tries to attain what is known as mul-
timodal emotion recognition, that is, the use of multimodal data
coming from different communication channels for the automatic
recognition of emotions. To do so, it merges different already avail-
able single-channel emotion recognition tools to produce a unified
estimation of the user’s emotional state. Two main channels are
initially considered in this work: facial emotion recognition and
speech emotion recognition. As will be shown, however, the pro-
posed architecture can be extended to incorporate other emotional
information sources with little tunning.

2.1 Facial emotion recognition

The automatic recognition of emotions from facial expressions can
be subdivided into three major tasks: facial detection, facial features
extraction and facial expression interpretation.

Facial detection consists in locating faces in images. Many differ-
ent methods have been proposed for automatic facial detection in

the literature over the years, and current state of the art provides
accuracies which are similar or even surpass human capabilities
[7]. In addition, latest proposals are less and less influenced by the
position of the face (preferably frontal and upright) as well as by
the lighting conditions [8].

Once the face has been detected, facial features extraction aims
to extract distinct facial characteristics. There exist two major ap-
proaches in this stage: geometric features extraction and appearance
features extraction. The former provides the shape and location of
facial features, while the latter searches for changes in facial appear-
ance such as fiducial points position (e.g., corner of the lips) or skin
texture (e.g., wrinkles, furrows). Generally, both approaches are
combined as to detect modifications from a precomputed “neutral”
facial state.

As for facial expression interpretation, the objective is to pro-
vide with meaning the observed facial features and changes, thus
describing the psychology behind the displayed facial expression.
Two main methods can be considered: sign judgment method and
message judgment method. The sign judgment method looks for the
codification of the performed expression without an interpretation
of the emotion displayed. Different codification approaches have
been proposed in the literature, but one of the most widely used is
the e Facial Action Coding System (FACS) developed by Ekman and
Friesen [9]. As a final goal, FACS looks to recognize and categorize
action units (AUs) which represent the minimum units of muscular
activity that can produce momentary changes in facial appearance.
Automatic AU recognition provides as output one or more detected
micro-movements of facial muscles along with the intensity (from
a neutral state) of each AU.

On the other hand, message judgment methods attribute emo-
tions to the detected facial changes. The goal is to parameterize
emotions so that emotion labelling can be done using quantita-
tive computational techniques. These methods have evolved from
discrete models of emotion to multidimensional models. Simple
discrete models associate facial expressions to the basic core of
6 emotions recognized universally (namely: anger, fear, surprise,
disgust, joy, and sadness), whereas multidimensional approaches
parameterize emotions as a lineal combination of different psycho-
logical dimensions. One of the approaches most widely used has
been the circumplex model of affect, proposed by James A. Russell
[10]. In the circumplex model emotions can be categorized by 2
dimensions: valence, from unpleasant (negative) to pleasant (posi-
tive); and arousal, from passive (weak emotion) to active (strong
emotion). By varying the values of each dimension, emotions can
be plotted on two coordinate axes. A problem with Russell’s model
is that some emotions such as fear and anger are located very close
in his model, so other dimensions have been added to the model.
One of the most common added dimensions is dominance, which
ranges from submissive to dominant and is related to the user’s
control while displaying an emotion (see Figure 1).

Nowadays, there exist many different available tools able to auto-
matically perform each of the abovementioned tasks [7]. However,
rather than trying to combine the data provided by these tools, we
have focused on available tools capable of performing the three
stages altogether, and which provide as an output the interpretation
of the emotion contained in the displayed facial expressions. The
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Figure 1: Russell’s Circumplex model of emotions

selected cloud vision APIs have been the Affectiva Affdex SDK [11]
and the Microsoft emotional API [12].

2.2 Speech emotion recognition

Recognizing emotions from speech can be approached in two com-
plementary ways: speech signal analysis and speech content anal-
ysis. The former aims to detect emotion by analyzing the speech
audio signal, trying to detect distinctive variations when the speaker
is expressing a certain emotion. The latter focuses on analyz-
ing the content of the speech (words and phrases in a particular
context) looking for emotional clues in the speech entities (e.g.
words,phrases).

Emotion recognition in the speech signal is carried out in two
main steps: feature extraction and classification. For feature extrac-
tion, signal processing techniques are employed to produce a set
of numerical values from the audio signal. These numerical values
collect certain features of the audio signal so that they can be pro-
cessed by a computer. The extracted features are then processed
by a classifier, which is complemented by a scoring function to
produce the final emotional estimation.

Extracted features aim to capture distinctive variations in speech
which can be related to emotional estates. These discrimina-
tive acoustic features range from low-level descriptors to high-
dimensional feature vectors. These features range from prosodic
descriptors (e.g. pitch, intensity, rhythm, and duration), voice qual-
ity features (e.g. jitter), to novel features such as the nonlinear
Teager—Kaiser energy operator [5]. Also, many different approaches
have been proposed for classifying and scoring the extracted voice
signal features, including the combination of several traditional
classification algorithms such as Gaussian Mixture Model, Artifi-
cial Neural Networks, Support Vector Machines, Decision Trees or
k-Nearest Neighbors. In addition, Deep Learning techniques are
gaining popularity in this stage [5].

On the other hand, emotion recognition in the speech content
analysis is also divided in two main stages: speech to text, where
the audio signal is converted into words, and text sentiment analy-
sis, where text is provided with emotional meaning. Speech to text
process is similar to the one followed during feature extraction in
emotion recognition, and it is common to perform both processes
simultaneously. It includes different steps such as signal prepro-
cessing, framing, windowing, normalization and noise reduction.
After the audio signal is ready, distinctive features that correspond
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Figure 2: Emotional recognition system overview

to phonemes, words or even complete sentences are extracted, and
the resulting text is presented to the user. During text sentiment
analysis, natural language processing and machine learning tech-
niques are combined to assign sentiment scores to the words, topics,
themes or categories within the speech.

As happens in facial expression interpretation, speech emotion
interpretation aims to provide with meaning the observed fea-
tures and to describe the emotional psychology behind the speech.
Among others, dimensional approaches as the one shown in Figure
2 are also employed in emotional speech recognition, which in the
final term eases the process of integration with other emotional
sources.

Emotion recognition in speech has been developed form many
years, so many different available tools can be considered to per-
form this task. As in the case of facial emotion recognition, we have
focused on cloud APIs which provide services that can be used on
demand. The selected speech APIs have been the Bing speech API
for speech to text and Microsoft Text Analytics for text sentiment
analysis. It has to be noted that these tools are only focused in
emotion recognition in the speech content. We have tested several
other tools for emotion recognition in the speech signal such as
Vokaturi, Beyond verbal or OpenSmile. However, obtained results
were not sufficiently accurate to be included in this pilot archi-
tecture. As will be seen, the employed Kalman filtering approach
is intended to mitigate this inconvenience, being able to extract
useful information even from noisy sources. However, it requires
intensive tuning to obtain proper results, so it has been leaved for
future implementations.

3 PROPOSED ARCHITECTURE AND
IMPLEMENTATION
3.1 Architecture overview

Figure 2 shows the proposed architecture. The adopted approach
was intended to be seamlessly deployed not only in computational

agents, but also in physical agents such as robots. It consists of two
main submodules: the facial emotion recognition submodule and
the speech emotion recognition submodule. At different stages, data
coming from different sources is incrementally fused employing
Kalman filters. Kalman filtering is widely used in sensor fusion in-
tegration in other fields such as robotics [8]. In fact, the developed
architecture is also related to other robotic architectural imple-
mentations as data is exchanged between the different submodules
employing ROS (Robot Operating System) messages [13].

The emotional recognition system modules have been pro-
grammed using both JavaScript and Python. Sound and image
capture are performed through JavaScript, along with the different
calls to the cloud APIs for image recognition and speech-to-emotion
transcription. On the other hand, audio splitting and Kalman filter-
ing have been deployed in Python. Python has also been employed
to implement data message interchange over ROS. In addition, a
front-end web page for testing purposes has been developed in
html.

3.2 Facial emotion recognition submodule

As described before, the facial recognition module is composed by
two components: Affectiva’s Affdex SDK and Microsoft’s Emotional
APL

A call to the Affectiva emotion recognition service takes a video
or an image as an input, and analyzes its emotional content return-
ing a set of values using JSON syntax. After parsing the returned
JSON, a value ranging from 0 to 100 for each of the six univer-
sal emotions plus contempt. This value indicates the “activation”
level for each expression. Rather than using this value for emotion
recognition, and in order to integrate the output with other sub-
modules, we have employed the returned valence (which ranges
from -100 to 100), and engagement (arousal) and which ranges from
0 to 100. That is, we have taken a circumplex approach to emotion
recognition. The returned JSON also contains other values that



have not been considered, such as Action Units activation, an emoji
representing the mood, age, gender, presence/absence of glasses
and ethnicity.

On the other hand, Microsoft’s emotional API takes as an image
as input and returns a score for each basic emotion plus contempt.
A problem that arises is how to assign values of valence and arousal
to these returned values. The current approach roughly assigns
valence and arousal values to each expression as described in the
literature [14-17] . However more accurate approaches will be
considered in future implementations [18].

3.3 Speech emotion recognition submodule

The speech emotion recognition submodule analyzes the emotions
elicited by the words contained in a speech. This recognition is a
two-step process composed by two sub-parts: speech to text and
text analysis.

The speech to text process is performed using Microsoft Azure
cloud services, particularly the Bing Speech API which has proven
to be robust to background noise and little influenced by hardware
variability [19]. Audio is captured continuously and when a silence
in speech is detected, a chunk of raw audio data is sent to the
cloud service. The cloud service responds with a JSON contain-
ing the recognized text, along with other parameters such as the
detected language, recognition confidence or the duration of the
speech.

This second step takes as an input the speech transcript, calls
the Microsoft cognition sentiment analysis and returns a sentiment
score which ranges from 0% (which represents a negative sentiment)
to 100% (representing a positive sentiment). This sentiment score
can be directly translated into a valence value.

Additionally, after audio is captured, it is stored as an audio
file. After the generated audio file is split using the SoX - Sound
eXchange audio editing software. Audio file chunks can be used for
prosody analysis. Different software has been tested for prosody
analysis (Vokaturi, Beyond Verbal and openSmile) but unfortunately
their results were not sufficiently accurate to be integrated in the
recognition system.

3.4 Message exchange

The individual components of the architecture have been developed
as independent systems that communicate through the exchange
of ROS Messages. In this way, different components can be acti-
vated and deactivated, or new components can be added without
modifying the underlying architecture.

Developed components are defined as nodes under the ROS
middleware. ROS nodes exchange data by sending and receiving
messages in a publisher-subscriber fashion. The middleware pro-
vides a network on which messages are transmitted on a topic,
each topic having a unique name in the ROS network. Nodes which
transmit information use a publisher to send data to a topic. A
node that wants to receive that information creates a subscriber
to that same topic. For each defined topic, a message type is also
defined, which determines the types of messages that are capable
of being transmitted under that topic (e.g. floats, ints, or complex
structures).

With this approach, topics allow many-to-many communication,
that is, different components can send messages (publish) to the
same topic and different components can receive them (subscribers).
There is no need to have active subscribers for a node, data can be
published and consumed at any time, and publishers and subscribers
can be created and destroyed in any order.

Figure 3 provides an overview of the concept of topics, publish-
ers, and subscribers as the messages interchanged within the facial
recognition submodule. The camera capture node is external to the
emotion recognition system and is responsible for capturing images
from the camera and publishing them (along with the associated
frame number and capture time). Both the Affectiva and Microsot
nodes are subscribed to this image topic. After consuming the pub-
lished message, both nodes make a call to the emotional recognition
cloud services on the images, process the received JSON and then
publish the results in a message that is consumed by the Kalman
filtering node. This last message is an array of valence and arousal
values for each of the universal expressions.

3.5 Data integration through Kalman filtering

As stated before, data integration is approached in a sensor fusion
fashion, where data from different sources is combined to obtain an
output which has less uncertainty than if the sources are used indi-
vidually. In a sense, this approach is similar to the ones widely used
in environment sensing in other fields such as robotics navigation,
where map construction and robot self-location are accomplished
by fusing the information from complementary sensors, redun-
dant sensors or even from a single sensor over a period of time
[8].

The Kalman filter differs from other filtering techniques in that
it considers all measurements (noisy as they may be) as sources
able to providing information that improves the resulting value.
It is an algorithm that estimates a variable from measured data
by following two steps: firstly, predicting the state of the system
and secondly, incorporating the collected observations once they
have been corrected. Thus, the objective is to obtain an optimal
estimator, in terms of the Mean Squared Error (MSE), based on the
dynamics of the system and the noisy observations. Ultimately, the
Kalman filter processes all available measurements, regardless of
their accuracy. The aim is to estimate the value of the variables
of interest, based on knowledge of the system and observations,
together with the description of their noise and errors. One of its
major advantages is that it is a recursive process. This allows to
incorporate new observations without having to reformulate the
entire algorithm.

The mathematical implementation of the filter is beyond the
scope of this paper. Briefly, since the Kalman filter requires some
initial knowledge of the system (e.g. the covariance matrix of the
error of the process Py), we have estimated the parameterization
of the errors of the returned values of recognition gathered from
the different APIs considering the results found in the literature
[8, 19, 20]. Based on this initial parameterization, the Kalman filter
recursively updates the measurements obtained by the API calls
with the predictions made, obtaining a filtered output. The process
is shown in Figure 4
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3.6 Frontend

Figure 5 shows the html developed interface for testing the system.
It is divided into different areas, each one allowing to control the
different components (e.g. enable/disable ROS message publishing,
enable/disable a certain node, etc.). The interface also includes the
option to visualize real-time graphs from the results parsed from
the different APIs, as well as to save all data (final and intermediate)
for offline processing.

4 CONCLUSIONS AND FUTURE WORK

The future of emotional artificial intelligence looks promising and
is continuing to improve. However, there are still significant chal-
lenges to tackle if Al is to be effectively used to understand and
treat health conditions. One of the most important challenges is to

integrate the technology into the health provision process. Because
emotion Al capabilities are still under development, it is important
to complement EAI technologies with expert supervision, in order
to provide accurate health provision mechanisms. In this sense,
the objective should be to provide health professionals with the
necessary tools to make the best of EAI without a deep knowledge
of the technology.

The present work aims to provide an initial architecture proposal
for making use of different available technologies for emotion recog-
nition, where their combination could enhance emotion detection.
The proposed architecture is based on an evolutionary approach
so to be integrated in digital health ecosystems, so new modules
can be easily integrated. In addition, internal data exchange utilizes
Robot Operating System (ROS) syntax, so it can also be suitable for
physical agents.
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Figure 5: Developed interface for testing the proposed architecture

Future work will focus on adding new tools and emotional source
channels to the proposed architecture and to fully integrate the emo-
tion recognition architecture with our developed health ecosystem
and services.
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